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Abstract

Through the use of DSP chips and multiple microphones, hearing aids now o2er the possibility of performing signal-to-noise
enhancement. Evaluating di2erent algorithms before they are instantiated on a hearing aid is essential. However, commercially
available tests of hearing in noise do not allow for speech perception evaluation with a variety of signals, noise types, signal
and noise locations, and reverberation. Here we present a �exible realistic hearing in noise testing environment (R-HINT-E)
that involves (1) measuring the impulse responses at microphones placed in the ears of a human head and torso model
(KEMAR) from many di2erent locations in real rooms of various dimensions and with various reverberation characteristics,
(2) creating a corpus of sentences based on the hearing in noise test recorded in quiet from a variety of talkers, (3)
creating “soundscapes” representing the input to the ears (or array of microphones in a hearing aid) by convolving speci@c
sentences or noises with the impulse responses for speci@c locations in a room, and (4) using psychophysical procedures for
measuring reception thresholds for speech under a variety of noise conditions. Preliminary evaluation based on the engineering
signal-to-error ratio and on human perceptual tests indicates that the convolved sounds closely match real recordings from
the same location in the room. R-HINT-E should be invaluable for the evaluation of hearing aid algorithms, as well as more
general signal separation algorithms such as independent components analysis.
? 2003 Elsevier B.V. All rights reserved.

Keywords: Sound; Impulse response; Hearing in noise; Speech perception

1. Introduction

The most common complaint of hearing aid users is
not the degree of ampli@cation they receive, but that
this ampli@cation does not help them to understand
speech in noisy or reverberant environments [19]. The

∗ Corresponding author. Tel.: +1-905-525-9140.
E-mail address: ljt@mcmaster.ca (L. Trainor).

ability of the normal mammalian auditory system to
perform auditory source separation (or auditory scene
analysis) is truly amazing and not yet entirely under-
stood [5]. Objects in a real-world environment emit
sound waves that radiate out in all directions and are
composed of multiple frequencies varying across time.
The sound wave arriving at the ear is composed of
the sum of sound emissions of many such objects and
their echoes as the waves bounce o2 walls and other
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objects. The normal auditory system automatically de-
composes the incoming signal into groups of compo-
nents representing the original sound sources. With
hearing loss, however, this decomposition ability is
often severely limited.
With the advent of digital hearing aids and the use

of multiple microphones, it is possible, in principle,
to enhance the signal-to-noise ratio (SNR) before
the sound reaches a damaged ear, and a number of
groups are developing algorithms to do this (e.g.,
[2,4,9,18,20]). However, our ability to adequately
test the utility of these algorithms is falling behind
our ability to develop them. In order for an algorithm
to be considered successful, it must signi@cantly
enhance speech perception in real world situations.
The present paper describes the development of a
�exible realistic hearing-in-noise testing environment
(R-HINT-E).
Historically, a number of measures of speech per-

ception thresholds have been used to measure human
performance. The speech reception threshold (SRT)
is the sound pressure level at which listeners can
accurately understand 50% of the words presented
in quiet (ANSI S3.6-1969). The reception threshold
for sentences (RTS) is the relative sound pressure
level at which listeners can accurately understand
50% of sentences presented in noise [24]. On the en-
gineering side, SNR is the most common metric for
measuring how well a noise reduction algorithm is
working. The SNR metric has been extended to cor-
respond more closely with signal quality, including
dealing with relative distortion due to interference,
noise, or artifacts [15] and quantifying perceptual
sound quality [10]. While all of these measures have
some predictive power, they all fall short of pre-
dicting speech understanding across the variety of
noise and reverberation conditions found in the real
world.
There are a number of reasons for this. First, SNR

does not take into account the inherent redundancy
of speech signals in both the time and frequency do-
mains and at levels ranging from phonotactic to syn-
tactic to semantic. Thus, under some circumstances,
human listeners can perform at a level better than
that predicted by SNR. Although better engineering
metrics are being developed based on models of the
auditory periphery [7], there is still no substitute for
testing actual performance in human subjects. Sec-

ond, the amount of reverberation in an environment
also a2ects the RTS, although SNR metrics do not de-
scribe how well signal separation algorithms work in
reverberation [28]. Third, thresholds in quiet do not
entirely predict thresholds in noise, so the SRT mea-
sure is not adequate for predicting the performance of
noise-reduction algorithms in the real world. Fourth,
the RTS varies signi@cantly depending on the type
of noise used. For example, noise signals with spec-
tral characteristics similar to those of speech targets
can more e2ectively mask the target signal [22]. Thus,
di2erent results are obtained when the noise is white
noise, speech-spectrum noise or competing speech.
Further, recent studies indicate that with competing
speech, the informational similarity of the target and
interference speech a2ects thresholds independent of
the SNR. For example, RTS is best when the target
and interference talkers are di2erent genders and worst
when they are the same talker [8], and the di2erence
between these conditions gets larger when the target
and interference speakers are spatially separated [1].
In sum, there are many factors that a2ect the RTS and
therefore a �exible testing environment is needed that
can measure the RTS under various interference con-
ditions.
Typical sensorineural hearing losses (e.g., presby-

acusis or losses due to noise exposure) involve hair
cell damage. Outer hair cell damage results in more
broadly tuned frequency channels. De@cits in tem-
poral resolution may also be present. Thus, hearing
impaired listeners are more impaired than normal lis-
teners at perceiving speech in noise compared with
perceiving speech in quiet [21]. RTSs measured in
temporally unshaped long-term average speech spec-
trum (LTASS) noise range from about 2:5 dB worse
than normal listeners for those with mild hearing
losses to 7 dB worse for those with severe hearing
losses [25]. This reduction in speech perception is
already substantial, but it underestimates real-world
performance for two reasons [21]. First, normal listen-
ers are able to take advantage of temporal and spectral
“dips” in temporally modulated noise, which are more
typical of natural environments, to gain an advantage
for speech perception of about 12 dB compared with
performance in LTASS noise. However, those with
sensorineural hearing loss are largely unable to do
so (e.g., [11,16]). Second, the hearing impaired are
less able than normals to take advantage of the
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spatial separation of sound sources, largely because
of high-frequency losses, the di2erence between those
with mild-to-moderate hearing losses and those with
normal hearing varying between 2.5 and 7 dB [6].
The sum of the inability to take advantage of temporal
and spectral dips and the spatial separation of signal
and source agrees well with empirical data showing
that the di2erence between normal and impaired lis-
teners in RTS with binaural, modulated noise is about
16 dB [12].
Two of the most popular commercially available

speech in noise tests are the speech in noise (SPIN,
[17]) test and the hearing in noise test (HINT, [23]),
although other corpuses are available (e.g., [3]). The
SPIN test requires listeners to repeat the last word
of sentences spoken by a single male talker. Di2er-
ent levels of semantic redundancy are provided across
the sentence lists. The HINT requires listeners to re-
peat back entire sentences, all spoken by a single male
talker. The test is divided into lists of phonemically
balanced sentences. For the purposes of algorithm test-
ing, neither SPIN nor HINT adequately examine ef-
fects of di2erent background noises (each has only
one background noise: multi-speaker babble for SPIN;
LTASS noise for HINT), variation in the speech sig-
nal critical for studying informational masking (each
uses only one talker), reverberation and room size
(each uses only a low-reverberation condition), the
number of interfering signals (each has only one in-
terference signal), or the location of target and inter-
fering signals (each uses only one con@guration with
the signal in front of the listener and the noise 90◦ to
the side). Di2erent noise-enhancing algorithms per-
form di2erently under various noise conditions. For
example, standard test benches have been developed
for ICA (e.g., [26]) and for beamforming (e.g., [14]),
but comparisons of ICA and beamforming are dif-
@cult because a truly fair comparison must involve
a variety of noise conditions. Thus, a general, �exi-
ble hearing in noise test environment would be very
useful.
Both SPIN and HINT have a further limitation for

the testing of hearing aid algorithms. It is desirable
to test an algorithm before it is instantiated in a DSP
chip in a hearing aid, as this is a costly process. A
hearing aid contains one or more microphones that
record the sound input at the entrance to the ear, pass
this to a DSP chip that performs the desired compres-

sion and signal-to-noise enhancement, the output of
which is then played to the ear of the wearer. Dur-
ing algorithm development, the DSP algorithm will
be implemented in software on a computer rather than
on the chip in a hearing aid. Thus, in order to mea-
sure speech reception thresholds with a particular al-
gorithm, it is necessary to @rst record the incoming
sound wave consisting of the signal and noise and their
reverberations at the location of the ear. This input
then needs to be passed to the computer and processed
according to the hearing loss of the individual and the
signal-enhancing algorithm being tested, and the out-
put of this processing then needs to be presented to the
ear of the listener. Practicalities dictate that this is most
easily done if the sound inputs are recorded ahead of
time using a realistic human model, such as KEMAR,
and if the signal processing is done o2 line, and the
listeners are presented with the test sounds through
headphones.
In creating our �exible R-HINT-E, we have the fol-

lowing goals:

1. To use realistic noise and reverberation in order to
best estimate real-world performance.

2. To be able to test in a variety of environments with
di2erent reverberation characteristics.

3. To maintain experimental control, such that each
listening environment is reproducible and charac-
terized in detail. This is necessary in order to com-
pare RTS across di2erent signal-enhancing algo-
rithms.

4. To use a large database of speech signals so that
repeated psychophysical testing can be done. Peo-
ple will better understand a sentence if they have
heard it before. Thus, new sentences must be used
on every trial that goes into measuring a RTS, as
well as across measurements of RTSs for di2erent
algorithms.

5. To have a large variety of speech sounds available
including di2erent male, female, and child voices
in order to mimic challenges that will be faced in
the real world.

6. To be �exible, so that the experimenter can spec-
ify a variety of sound @les to be played simultane-
ously, each at their own intensity level and from a
variety of locations in a virtual room with speci-
@ed reverberation characteristics. This is necessary
because the number, locations, and kinds of signal
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and noise sources desired will change depending on
the nature of the signal-enhancing algorithm being
tested.

7. To use earphone presentation because o2-line pro-
cessing must be done in order to incorporate the
signal-enhancing algorithm into the circuit, as dis-
cussed above.

8. To be expandable so that new databases of
speech signals and new virtual rooms with par-
ticular acoustic characteristics can be readily
added.

1.1. Conceptual overview of the R-HINT-E

Given that we want maximum �exibility, realis-
tic acoustic conditions, and headphone presentation,
we have developed a hybrid naturalistic-virtual sys-
tem, in which impulse responses of real rooms are
measured and convolved with separately recorded
speech signals. There are four aspects to the
system:

1. The sound stimuli: Speech sentences or other
target sounds and noises are recorded in quiet,
non-reverberant conditions. For the purposes of
this paper, we have recorded the HINT sentences
spoken by a variety of talkers (see Section 2).
However, the system is �exible, and other quiet
non-reverberant sound recordings could easily be
incorporated.

2. Characterizing room environments by impulse
measures: In order to know how sounds delivered
from a particular location in a particular room
will be transformed when they reach a person’s
ears, an impulse sound must be delivered from a
speaker at that location, and the resulting sound
waves reaching the ears must be recorded. The
impulse responses of those speaker and recording
locations can then be calculated and the speech
signal or other sounds of interest can be convolved
with the impulse responses in order to approxi-
mate the sound wave that would actually reach
the ears had that sound actually been presented
from that location. For the purposes of this paper,
we recorded impulse responses with microphones
located in the two ears of a human KEMAR head
and torso model, which was positioned near the
centre of the room. The impulse responses must be

recorded from every location where it might be de-
sired to locate a sound source. For the purposes of
the present paper, we recorded from 48 locations
in each of three rooms at various angles, heights,
and distances around KEMAR. Again, however,
the system is �exible, and additional impulse re-
sponses measured in various environments can be
added at will.

3. Combining multiple sounds and locations: Using
MATLAB code, virtual “soundscapes” are created
by the user in the following manner. First, a partic-
ular room is chosen for which impulse measures are
available. Then the locations of the desired sound
sources are chosen from the list where impulse re-
sponses have been measured. Then, for each lo-
cation, a sound @le is chosen to present from that
location. Each sound @le is then convolved with
the impulse response for its location, and the re-
sulting waveforms are added together to create the
soundscape that will reach the person’s ears. Note
that this can be done separately for each of the mi-
crophone locations in order to make use of spatial
information.

4. Signal enhancing algorithm incorporation: If the
purpose is to test a particular signal-enhancing al-
gorithm, the soundscape waveforms created in Step
3 are passed through the algorithm. Note that for
subjects with a hearing loss, the particular ampli-
@cation and compression algorithm of their hear-
ing aid can also be mimicked in software at this
stage.

5. Measuring speech reception thresholds: For a
given set of locations and a given speech-enhancing
algorithm, multiple trials, each with a di2erent
speech sentence, can be presented to a listener
through headphones. An adaptive psychophys-
ical procedure (e.g., [27]) can be applied at
this stage. RTSs can be determined for di2erent
noise-enhancing algorithms, for di2erent types and
locations of target signals, and for di2erent types
and locations of competing signals.

2. Methods

In this section, we @rst describe the corpus of
recorded sentences, then the details of how the im-
pulse responses for three rooms were measured, and
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@nally the MATLAB program in which soundscapes
are calculated and experiments presented.

2.1. Sentence recordings

The 250 sentences from the HINT are divided into
25 lists of 10 sentences each, and each of the lists are
equivalently phonemically balanced. Thus they pro-
vide a good basis for a hearing in noise test. We
recorded the sentences spoken by 6 males and 6 fe-
males for a total of 3000 sentences in order to bet-
ter approximate the range of talkers encountered in
the real world. The recordings were done with a Neu-
mann KM131 microphone, a Dell4100 computer, and
Protools Digi001 audio interface and software in a
sound attenuating booth. The corpus was normalized
to Fletcher andMunson’s [13] iso-loudness contours at
65 dB SPL.

2.2. Impulse response measurement

Impulse responses were measured in 3 rooms.
Room 1 (low reverberation) was 11′ × 11′ × 8′ 6′′

high with a double row of velour drapes closed around
its periphery. Room 2 was the same as Room 1, but
had the drapes open for dimensions of 12′ × 12′.
Room 3 was a somewhat reverberant classroom at
McMaster University, with dimensions 17′ 10′′ ×
32′ 9′′ × 8′ 8′′.
Recordings were made with Knowles FG micro-

phones in each ear of the KEMAR human head
and torso model. Microphones were connected to a
custom-built preampli@er circuit board located in
KEMAR’s chest cavity, and from there to an Echo
Layla sound card and Dell Precision M50 laptop
computer running Cool Edit Pro software.
KEMAR was located in the centre of the room with

the microphones 55′′ above the �oor. A single speaker
was moved to 48 locations around KEMAR: 8 angles,
starting in front of KEMAR and moving clockwise
(0◦, 45◦, 90◦, 135◦, 180◦, 225◦, 270◦, 315◦) by 3
heights (7′′, 33′′ and 65′′ from the �oor to the center
of the speaker driver) by 2 distances (3′; 6′) from
KEMAR (Fig. 1). The impulse sound was a chirp con-
sisting of an exponential sweep from 0 to 22; 050 Hz
over a period of 1486 ms (Fig. 2), and was generated
with CRC-MARS software. It was presented from the
Dell laptop computer connected to the Echo Layla

Fig. 1. The impulse measurement setup. The upper panel shows a
schematic of KEMAR in the centre of the room and the locations
of the speaker varying around 8 angles, 3 heights and 2 distances
from KEMAR. The impulse measurements from each of the 48
locations were recorded simultaneously by microphones in the
ears of KEMAR (upper right panel). The bottom panel shows
KEMAR in relation to a high distant speaker location.

audio interface card (via a PCMCIA interface card)
connected in turn to a Ha�er P1000 ampli@er and a
�at-response speaker.
For each of the 48 locations in each room, the im-

pulse response was recorded simultaneously at the
microphones (see Fig. 3). For veri@cation purposes,
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Fig. 2. A time–frequency graph of the impulse chirp stimulus.

each of 6 sentences (4 male and 2 female talkers)
from the quiet non-reverberant recorded HINT sen-
tences (see above) were also recorded simultaneously
by the microphones at each of the 48 locations in each
room. These were then used to check how well, at each
location, the recorded sentences matched the quiet
versions convolved with the impulse response at that
location (see Section 3).

2.3. Experiment-presentation software

MATLAB code was written to provide an interface
for experiments whereby the user chooses a room,
sound locations, sound wave @les for each location,
and, optionally, a sound-enhancing algorithm. The
program can read a text @le containing an ordered
list of soundscapes (trials) to play. Alternatively, a
QUEST adaptive procedure [27] can be selected to
present trials to a listener and calculate an RTS for
this con@guration.

3. Results

3.1. Engineering metric: quantifying convolved
speech and straight speech di8erences

For each speaker location in each room we had
made recordings of 6 of the HINT sentences from
our database by playing the quiet recordings from
the speaker and recording the results from the mi-
crophones in KEMAR (see Section 2). Using one
right and one left ear channel, and a sample of 12
locations per room, we took the recordings of the
sentences (measured sentences) and compared them
to versions derived by convolving (MATLAB fre-
quency domain computations) each original sentence
with the impulse response for that speaker location
(predicted sentences). In order to determine whether
the measured impulse responses accurately described
the room environments, we used a signal-to-error ratio
(SER)metric to compare each real and convolved pair.
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Fig. 3. Measured impulse responses for left and right channels in a room with closed velour drapes resulting in low reverberation
(Room 1), and in the same room with open drapes result in moderate reverberation (Room 2).
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Before applying this metric, the signals were normal-
ized according to

x′left =
xleft√

var(xleft) + var(xright)
;

x′right =
xright√

var(xleft) + var(xright)
; (1)

where the signal (either real or simulated) is repre-
sented by xleft and xright, and the var() function sim-
ply indicates the variance. This form of normalization
eliminates scale di2erences between the signals, while
simultaneously preserving the interaural scale di2er-
ences necessary for psychological testing. The SER
then is simply the ratio of the measured signal over the
di2erence between the measured and predicted signals
and was calculated according to

SER = 10 log10

(
var(x′measured)

var(x′measured − x′predicted)

)
: (2)

For the case of one of the rooms (Room 3), which
was a reverberant lecture room, the signals contained
heating ventilation and air conditioning (HVAC)
noise, which was of course greater for the straight
than for the convolved sentences. Using Cool Edit
Pro, 1 we eliminated as much of this noise as possible
while still maintaining signal quality. As the HVAC
noise is spectrally steady state, its removal should not
a2ect the impulse response. Only after this de-noising
stage, were the impulse responses calculated and the
SER metric applied.
Applying the impulse responses to the speech sig-

nals used, the SERs were calculated for all of the
recordings used in this study. The results are shown
in Table 1.
The SERs are all high, indicating that the convolved

sentences closely resemble the straight sentences. We
were also interested in whether the convolved sen-
tences matched the straight sentences across frequen-
cies. We therefore conducted a more detailed analy-
sis of 1:5 s speech extracts from each sentence pair.

1 The Cool Edit Noise Reduction parameters used were: snap-
shots in pro@le, 300; FFT size, 4096 samples; noise reduction level,
high; reduce by, 40 dB; precision factor, 7; smoothing amount, 1;
transition width, 0.

Table 1
Mean SER for each room tested

Mean SER (dB) SD

Room 1 (low reverberation) 12.85 2.32
Room 2 (medium reverberation) 13.67 2.02
Room 3 (high reverberation) 13.04 1.94

A Daubechies-4 wavelet analysis was done and the
SER metric was applied to each scale level. The mean
SERs for each condition are shown for scale levels
between 2 and 8 in Table 2.
The majority of speech energy is between 80 and

5000 Hz, and this is the range that contributes to
speech intelligibility. It can be seen that the SERs
are above 10 dB in this range which indicates good
agreement between the measured and the convolved
sentences.

3.2. Human metric

The engineering metric suggests that convolving
the impulse responses with speech sentences gives an
excellent approximation to presenting the sentences
themselves. Here we provide human perceptual data
on this issue. For each of the three rooms we chose 8
sample locations for the perceptual test. At the furthest
distance and at the closest distance we chose (1) the
medium height, directly in front of the listener, 0◦, (2)
the medium height, directly behind the listener, 180◦,
(3) the lower height, directly to the listener’s left,
270◦, and (4) the higher height, 45◦ to the right. For
each location, we presented six binaural trials to six
listeners using Sennheiser DA 200 headphones, a Dell
Inspiron 8100 laptop computer, and an Echo Indigo
sound card. Each trial comprised two recordings, the
measured sentence recording and its predicted (con-
volved) sentence pair described in the previous sec-
tion. Because the measured sentences had more noise
than the convolved sentences, especially in Room 3
(see above), and because we did not want to distort the
speech signals in any way by de-noising the straight
recorded signals, we instead added a small amount of
white noise to all signals, such that the SNR was ap-
proximately 15 dB. On half of the trials the measured
sentence was @rst and on the other half the convolved
sentence was @rst.
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Table 2
Mean SER for Daubechies-4 wavelet bins for each room tested

Room 1 Room 2 Room 3

Scale level Mean SER SD Mean SD Mean SD

8 (86–172 Hz) 14.51 1.78 12.31 2.39 9.43 4.52
7 (172–344 Hz) 16.58 1.67 14.93 2.52 11.95 2.03
6 (344–689 Hz) 16.91 1.61 17.19 2.36 12.82 1.50
5 (689–1387 Hz) 16.17 1.87 16.99 2.47 12.50 1.58
4 (1387–2756 Hz) 14.88 2.52 15.55 2.94 12.12 1.85
3 (2756–5125 Hz) 12.27 3.98 12.93 4.01 11.43 2.95
2 (5125–10250 Hz) 7.91 5.89 8.34 5.82 9.06 5.57

On each trial, the listener was asked to judge which
of the two sentences sounded the most “natural” by
pressing a number from 1 to 7, where 1 indicated that
the @rst recording sounded much more natural than the
second, 7 indicated that the second recording sounded
much more natural than the @rst, and 4 indicated that
the two sentences sounded equally natural. The other
numbers fell in between on the continuum.
The rating data was transformed such that 1 repre-

sented the measured sentence sounding more natural,
and 7 the convolved sentence sounding more natural.
An analysis of variance (ANOVA) with angle/height
(4 levels), room (3 levels), and distance (2 levels), re-
vealed no signi@cant main e2ects or interactions. We
therefore took the average response for each of the six
listeners for each of the three rooms and conducted a
t-test to determine whether the responses di2ered sig-
ni@cantly from 4, the point on the scale of subjective
equivalence. As can be seen in Table 3, listeners rated
the measured sentences and the predicted (convolved)
sentences as sounding equally natural.
In sum, these preliminary engineering and per-

ceptual metrics indicate that the impulse responses
are capturing the important acoustic features of the
rooms.

4. Conclusions, limitations and future directions

A conceptual overview of R-HINT-E was pre-
sented. The R-HINT-E provides an extremely �exible
hearing-in-noise testing environment, and combines
the best of realistic room acoustics (by using impulse
responses of real rooms rather than completely vir-

Table 3
Mean perceptual rating for each room by each subject on a scale
from 1 to 7

Listener Room 1 rating Room 2 rating Room 3 rating

DR 3.84 4.50 4.36
GM 4.01 3.75 3.76
KM 3.85 4.18 4.09
LD 3.52 4.28 4.56
SA 4.03 4.00 4.46
MC 4.15 4.10 4.21
Mean (SD) 3.90 (0.22) 4.13 (0.25) 4.24 (0.28)
t-Test
probability 0.31 0.25 0.10

It can be seen listeners rate the straight and convolved sentences
as equally natural (not statistically di2erent from 4, the point of
subjective equivalence)

tual physical models) with experimental control (the
conditions are reproducible, SNRs can be changed
from trial to trial), the ability to present a very large
number of sound conditions (multiple locations and
multiple sound types) without having to prerecord
each one, and headphone presentation allowing the
incorporation of signal-enhancing algorithms. It was
shown experimentally that convolving the speech sig-
nals introduces very little error in comparison with
actual presentation of the speech signals. As well, the
straight and convolved signals sound very similar and
listeners rate them as sounding equally natural. The
next step in the development of R-HINT-E is to do
further engineering and human tests of its performance
with multiple sound sources. A web-based interac-
tive version that creates soundscapes can be found
at http://trainorlab.mcmaster.ca/ahs/rhinte.htm, or the

http://trainorlab.mcmaster.ca/ahs/rhinte.htm
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authors can be contacted directly for a non-interactive
test copy.
The system has one major limitation as it stands.

It is well known that the shape and size of the torso,
head and outer ears of an individual’s body impose a
spectral transfer function on sounds reaching the ears.
The pinna shape in particular provides important in-
formation for localizing objects in space. Because all
of the recordings were done with the KEMAR model,
they have the head-related transfer function (HRTF)
of KEMAR, so the binaural cues will be somewhat
inaccurate for each listener. This limitation could be
overcome completely by measuring the HRTF of KE-
MAR and that of each individual listener, and doing
the correction on an individual basis. Measuring indi-
vidual HRTFs is very time consuming, however, so a
compromise would be to have several “usual” HRTFs,
such that the HRTF of most listeners can be well
approximated by one of them, as is done in other
stimulus presentation systems.
At McMaster University, we are developing beam-

forming and an adaptive neural compensator for
signal-enhancing processing in hearing-aids [2,4].
The R-HINT-E will provide us with a realistic hear-
ing in noise test that should give a good indication of
the success that our new algorithms will have in the
real world.
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